Synthesis of Behavioral Models from Scenarios

Sebastian Uchitel, Member, IEEE Computer Society, Jeff Kramer, Member, IEEE Computer Society, and Jeff Magee, Member, IEEE

Abstract—Scenario-based specifications such as Message Sequence Charts (MSCs) are useful as part of a requirements specification. A scenario is a partial story, describing how system components, the environment, and users work concurrently and interact in order to provide system level functionality. Scenarios need to be combined to provide a more complete description of system behavior. Consequently, scenario synthesis is central to the effective use of scenario descriptions. How should a set of scenarios be interpreted? How do they relate to one another? What is the underlying semantics? What assumptions are made when synthesizing behavior models from multiple scenarios? In this paper, we present an approach to scenario synthesis based on a clear sound semantics, which can support and integrate many of the existing approaches to scenario synthesis. The contributions of the paper are threefold. We first define an MSC language with sound abstract semantics in terms of labeled transition systems and parallel composition. The language integrates existing approaches based on scenario composition by using high-level MSCs (hMSCs) and those based on state identification by introducing explicit component state labeling. This combination allows stakeholders to break up scenario specifications into manageable parts and reuse scenarios using hMCSs; it also allows them to introduce additional domain-specific information and general assumptions explicitly into the scenario specification using state labels. Second, we provide a sound synthesis algorithm which translates scenarios into a behavioral specification in the form of finite sequential processes. This specification can be analyzed with the Labeled Transition System Analyzer using model checking and animation. Finally, we demonstrate how many of the assumptions embedded in existing synthesis approaches can be made explicit and modeled in our approach. Thus, we provide the basis for a common approach to scenario-based specification, synthesis, and analysis.
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1 INTRODUCTION

The software engineering community has long understood the importance of requirements elicitation. Stakeholder involvement in the elicitation process and tools to help build a common ground between stakeholders and developers are essential to obtain a good requirements definition. Consequently, it is not surprising that scenarios have become increasingly popular as part of a requirements specification. Scenarios describe how system components (in the broadest sense) and users interact in order to provide system level functionality. Each scenario is a partial story which, when combined with other scenarios, provides a more complete system description. Thus, stakeholders may develop descriptions independently, contributing their own view of the system to those of other stakeholders.

A widespread notation for scenarios is that of message sequence charts (MSCs) [22] and UML sequence diagrams [23]. These notations in their most basic form are highly intuitive and have a well-understood and widely accepted semantics. However, one scenario conveys relatively little information. Many scenarios are generally required to provide a significant system description. This makes scenario synthesis—the combination of a number of scenarios into a coherent whole—a central issue. How should a set of scenarios be interpreted? How do they relate to each other?

There are two ways of tackling this issue. One is to try to infer the relations between scenarios; the other is to require these relations to be explicitly stated by stakeholders. In the latter case, what abstractions should be provided to specify these relations? Unsurprisingly, there are many different answers to this last question. For instance, the International Telecommunication Union (ITU) [22] introduces a graph-like notation that shows how the system evolves from one scenario to another. The underlying notion used by the ITU standard is that of scenario composition: New scenarios can be defined in terms of other scenarios by composing with sequential, choice, and iteration operators. In this way, complex system behavior can be described.

A different approach taken by Krüger et al. [28] provides state conditions instead of hMSCs. State conditions identify common states throughout different scenarios. Thus, two state conditions equally labeled on different scenarios indicate that the scenarios have a common point in the interactions they describe. This potentially allows the system to switch scenario when it reaches the common state.

There are a number of advantages and disadvantages between composition and state labeling approaches. On the one hand, composition mechanisms such as hMSCs promote scenario reuse, give a high-level view of the relation between scenarios and do not require stakeholders to specify scenarios with some kind of state machine in mind. However, scenario composition can lead to a large number of very short scenarios that must be composed in complex ways to describe the system’s overall behavior.
This mitigates the advantage of using scenario notations for depicting significant portions of system behavior. On the other hand, state identification approaches are a convenient way of introducing complex behaviors without having to split scenarios into parts. A key system run can be described in one scenario and then embellished with state information in order to relate it with other scenarios. In addition, state identification can be used, as we shall see, to introduce varied information on the system throughout a scenario specification and may provide means for progressively moving into a more detailed system description. On the negative side, requiring explicit identification of states requires much more consistency from stakeholders when constructing scenarios and forces them to reason about their system in terms of state rather than sequences of actions. In this paper, the MSC language we define integrates approaches based on scenario composition and state identification.

Scenario relations do not necessarily have to be given explicitly using hMSCs or state labels. Synthesis algorithms can be used to infer how scenarios are to be merged. These algorithms can include complex domain-specific and general assumptions of how scenarios are used and can sometimes incorporate additional information provided in other specifications. For example, Whittle and Schumann [50] use the Object Constraint Language (OCL) to express pre and postconditions for messages. These are traversed with scenarios to infer from the valuation of OCL predicates how scenarios are to be related. Using this information, a statechart model is constructed for each component of the scenario description.

If the assumptions implemented in the synthesis algorithm are appropriate, they help to simplify scenario notations and reduce stakeholders’ workload. However, some drawbacks are that important explicit knowledge may be lost within the synthesis algorithms and that the consequences of the embedded assumptions can be obscured and produce misleading synthesis results. In addition, there is a significant loss of flexibility; if assumptions change, the complete synthesis procedure must be changed too. In this paper, we show how the consequences of many assumptions on how to integrate scenarios can be described explicitly in the MSC language we propose. Thus, providing a common, intermediate representation for other approaches to scenario synthesis.

Regardless of the way in which the relation between scenarios is defined, the purpose of a scenario specification is to describe how a system is intended to behave. Thus, analyzing the described system behavior should play a central role in the development of scenario-based specifications. To enable such analysis, synthesis algorithms build state-machine based behavior models. In addition to providing an alternative view, there is benefit to be gained by experimenting with [13] and replaying analysis results from behavior models in order to help correct, elaborate, and refine scenario-based specifications.

However, building a statechart model [14], for example, will not produce these benefits on its own. Synthesis procedures must integrate with existing behavior analysis technology to provide useful feedback to stakeholders. In this paper, we describe an implementation of a synthesis algorithm, which is integrated into the Labeled Transition System Analyzer (LTSA) [32], which can be used to analyze the resulting behavior model by using its model checking and animation features. Some of the benefits of this integration are illustrated in Section 4.2, where we use the model checking features of LTSA to detect a potential deadlocking scenario of a system described using MSCs.

Summarizing, in this paper, we aim to provide a common approach to scenario-based specification, synthesis, and behavior analysis. Our approach is based on a clear sound semantics, produces behavior models amenable to analysis, and can support and integrate many of the existing approaches to scenario synthesis.

We define an MSC language with sound abstract semantics in terms of labeled transition systems and parallel composition [32]. The language integrates scenario composition and state identification approaches by providing hMSCs and explicit component state labeling. This allows stakeholders to break up scenario specifications into manageable and reusable parts using hMCs; while also having the possibility of using state labeling to avoid the need to break up scenarios into excessively small parts. Additionally, state labels support approaches that assume specific criteria for identifying component and system states, thereby providing a simple mechanism for making the effects of these assumptions explicit. In this way, we aim to support existing approaches such as [2], [6], [17], [22], [27], [28], [39], [40], [43], [50]. In particular, we demonstrate how this can be done for two different scenario synthesis algorithms.

Our synthesis algorithm, which is integrated into the Labeled Transition System Analyzer (LTSA) [32], translates a scenario specification into a Finite Sequential Processes (FSP) specification [32]. From the FSP specification, LTSA can build a composite behavior model in the form of a labeled transition system (LTS), which can then be analyzed using LTSA’s model checking and animation features. This integration is important in terms of our more general objective, which is to facilitate the development of behavior models in conjunction with scenarios.

The paper is structured as follows: In Section 2, we present a short survey on scenarios, focusing mainly on message sequence charts, synthesis, semantics, and analysis. It also serves as a discussion justifying the work presented in this paper. In Section 3, we present the MSC language, giving both syntax and semantics. MSC specifications are defined as a set of basic MSCs and a high-level MSC. We also present a simple ATM system that is used throughout the paper to illustrate the presentation. We then introduce the synthesis algorithm for producing a behavioral model from a MSC specification (Section 4) and discuss the soundness of the algorithm (Section 5). In Section 6, we mention the some of the experiences—including an industrial case study—we have had using our approach. We comment on the implementation of the ideas presented in the paper in Section 7 and, in Section 8, we refer to two case studies we have performed to illustrate how our work can support other approaches to scenario synthesis. Section 9 includes a more specific discussion on related work than the survey. Conclusions and future directions of our work are given in Section 10.

2 Background

2.1 Scenarios and Message Sequence Charts

A scenario is a narrative description of how users, system components, and the environment interact in order to
achieve a (possibly implicit) goal (e.g., [23]). The need to document scenarios has motivated the development of many scenario-based notations. Although these languages include a variety of different features and have been designed for possibly different domains, there is a common core. Message sequence charts (MSCs) and their UML counterpart called sequence diagrams are a widespread graphical notation for documenting scenarios. In MSCs (see Fig. 1), system components, environment and users are represented as vertical arrows called instances (lifelines in UML). Instances model a system components participating in a scenario. We shall use component and instance interchangeably. Interactions between instances are shown as horizontal arrows called messages. The direction of a message indicates which instance initiates the interaction. Messages labels indicate the type of interaction that is occurring. The points on instances where an arrow starts and finishes are called (send and receive) events. An event can be considered the phenomena observed by an instance because of an interaction. MSCs are interpreted time-wise in a top-down fashion; an event on an instance occurs before all other events that appear below it on the same instance. Message direction also provides information on the order in which events occur; a send-event can never occur after its corresponding receive-event. For this reason, as a convention, messages are required to be drawn horizontally or with a downward slope. This is the generally accepted core of MSCs and, from here on, many variations abound. Messages can be considered to represent synchronous (handshaking) or asynchronous communication. Notation for and assumptions on queues that impose restrictions on event orderings can be included, (e.g., [2], [36]), as can explicit use of time to describe delays, timeouts, and deadlines (e.g., [22], [26], [31]); dynamic creation and termination of instances (e.g., [22]); reference to component and system states (e.g., [28]); and parametric message and use of data (e.g., [10]).

In this paper, we take the core aspects of scenario descriptions, components, and their interactions (considering them synchronous, handshaking communication for simplicity), and focus on the key issue of combining multiple scenarios into one system model.

### 2.2 Managing Multiple Scenarios

Scenarios are partial descriptions that are combined together to provide a more complete view of how a system is expected to behave. Typically, scenarios are provided by different stakeholders and address different system functionalities. The conjunction of all scenarios provides a system description. Choosing the right abstractions for combining scenarios is a critical issue. There are very distinct approaches to this problem; nevertheless, they can be explained in terms of three main concepts: scenario composition, state identification, and triggers.

#### 2.2.1 Scenario Composition

In the approach adopted by the International Telecommunication Union (ITU) [22], the focus is on providing tools for managing complexity. Simple sequences of behavior are described using Basic Message Sequence Charts (bMSCs) (see Fig. 1). In addition, three fundamental constructs for combining bMSCs are provided: vertical and alternative composition and loops. Vertical composition of two bMSCs combines them sequentially. The system behavior is determined by the behavior of the scenario resulting from the syntactical concatenation of both bMSCs. Alternative composition defines a set of possible MSCs from which the system can choose which to follow. Loops compose a given bMSC sequentially with itself. The underlying notion of scenario composition is that scenarios can be used as building blocks to describe more complex behavior. They can be composed to define new, more complex, scenarios.

Several syntactic constructs, equivalent in terms of expressiveness [39], are provided by the ITU standard for specifying scenario composition: inline expressions, MSC reference expressions, and high-level MSCs, the last being the most widely adopted (e.g., [2], [39], [40]). High-level Message Sequence Charts (hMSCs) are directed graphs where each node references either an hMSC or a bMSC (for example, see Fig. 3, right). Edges indicate the acceptable ordering of scenarios, thus allowing stakeholders to reuse scenarios within a specification and to introduce sequences, loops, and alternatives of bMSCs. The advantage of the hMSC approach is that it allows stakeholders to break up a scenario specification into manageable parts in a simple, intuitive, and operational way, and to show how these different parts relate. On the other hand, as explained by Rudolph et al. [40], if alternative composition is the only mechanism of introducing branching system behavior, scenarios must typically be broken down into short bMSCs and composed to model the many alternative behaviors. Thus, obtaining a specification with very short scenarios that might be meaningless without the context of the hMSC. This plays against the intuitiveness of scenario notations that depict in one diagram a significant portion of system behavior.

#### 2.2.2 State Identification

An approach that differs significantly from the scenario composition approach is the identification of common component or system states throughout a set of scenarios (e.g., [27], [28], [40], [43], [50]). The assumption here is that the scenario specification is describing a state-machine that models the behavior of system components. Thus, instances in a bMSC are considered to model both a set of states in the state-machine (which we call component states) and the events that fire state change (usually called labeled transitions). Thus, in the scenario specification, every space...
between consecutive events is called a scenario state (see Fig. 2, right) and is considered to refer to component state. The relation between scenario and component states is many to one, meaning that several scenario states can refer to the same component state. Thus, scenario states in different bMSCs that refer to the same component state provide information on how the scenarios are related.

There are two basic mechanisms for identifying component states. The first is to allow stakeholders to tag scenario states (e.g., [28]). Typically, labels that describe the state of the component are placed on scenario states (see Fig. 2, left); if two states in a scenario appear with the same label, they are considered to refer to the same component state.

The second approach avoids the needs for explicit state labeling in scenarios and instead provides rules for identifying component states. These rules are usually based on domain-specific knowledge and additional information of the system being specified. For example, SCED [27] synthesises statecharts [14] while applying some assumptions in order to decide whether two scenario states represent the same statechart state. Another example is the work of Whittle and Schumann [50] which uses an Object Constraint Language (OCL) specification that states pre and postconditions for scenario messages. The OCL specification is traversed with the MSCs to produce a valuation of state variables for each scenario state. Scenario states that have equivalent valuations are considered to represent the same component states.

We shall be discussing modeling component states in MSC notations in more detail throughout the paper.

A variation of identifying component states is that of system states [40]. Instead of identifying component states on instances, labels that cover all instances of a scenario are used to mark a specific system state (see Fig. 2), which essentially models the state in which each component is in at a particular moment. Identically labeled system states refer to the same system state.

An advantage of explicitly labeling component or system states is that they can be used to enrich scenario descriptions with additional information. This information can come from specifications that have different system viewpoints or from domain-specific knowledge. In addition, incorporating component or system state information may provide means for progressively moving into a more detailed design description. Compared with scenario composition, identifying states allows complex component behavior including alternative behaviors to be described in bMSCs of any length. For example, in Fig. 2, we have two bMSCs with a system state labeled Ready for operation. This means that, if the system is in bMSC Example 2 and messages x and y occur, then, instead of message z occurring, the system could now continue with b and c. Thus, the system state has introduced alternative behavior.

To introduce the same alternative using scenario composition, we would need to split the scenarios exactly where the “Ready for operation” state is and then introduce some composition mechanisms to establish all possible alternative behavior (see Fig. 3). Although the specified behavior is the same, we have had to split scenarios into smaller parts (some with only one message in them!) that may not be meaningful on their own.

The ITU provides a notation that resembles that of state labeling. Its MSC standard [22] includes the notion of local and global conditions, which could be interpreted as component and system states. However, ITU has not assigned any semantics to these syntactic elements. Several meanings to these constructs have been proposed. Component and system state identification is one of the possibilities being studied.

In UML [23], sequence diagrams allow introducing state information; however, it is not clear how this information affects the composition of different scenarios [16], [23], [38], [44]. To understand the relation between sequence diagrams, it is usually necessary to refer to the statechart descriptions.

2.2.3 Triggers

The third mechanism for combining scenarios is through the use of triggers or preconditions. Instead of relating scenarios to each other, information on when each scenario can occur is provided. This approach is popular in informal development methods [8], [38], [44], where scenarios are provided with a precondition normally stated in natural language. The precondition can refer informally to a state in which the scenario may occur or to a sequence of events that trigger the scenario. Other possibilities for describing preconditions are OCL or temporal logic, while scenario triggers can be specified using temporal logic or bMSC-like notations [15].

An advantage of using triggers is that scenarios are loosely coupled. In contrast with scenario composition methods, such as hMSCs, where the whole set of scenarios must fit together in one graph, triggers permit expression of the context of scenarios independently of existing scenarios. However, this same characteristic is a disadvantage in handling a scenario specification as a whole. This is especially acute when triggers are the only mechanism for specifying relations between scenarios.
In the work presented here, we define a scenario-based language that supports two main approaches to managing multiple scenarios, namely, those approaches based on scenario composition and on state identification. We do not support scenario triggers; although we do plan to look into this in future work.

2.2.4 Overlapping Scenarios

Many approaches assume that a scenario describes all the concurrent behavior of participating components at a given time (e.g., [27], [50]). This means that, for example, when the system is going through the scenario of Fig. 1, component \( B \) does not interact with other components between messages \( x \) and \( y \). Other approaches allow further interactions on message types that do not appear in the scenario [15]. So, for example, component \( B \), after receiving \( x \) in Fig. 1, may be allowed to receive a message \( a \), but not another message \( x \) before it sends message \( y \). Other approaches allow scenarios to be composed in parallel, meaning that scenarios with common participating components can occur simultaneously. For instance, the horizontal composition operator defined in the MSC standard [22] has been introduced for this purpose. Composition of scenarios overlapping in time introduces a series of complex issues such as events with the same label appearing in different scenarios: Do they represent the same event and, thus, the same moment in time, or are they different occurrences of the sending or receiving of a message of the same type?

In this paper, we do not consider composition of overlapping scenarios. However, this could form a future extension to our work.

2.3 Semantics

Independently of the mechanisms provided for managing multiple scenarios, there are also subtle yet significant differences in the semantics of scenario languages. These differences have important practical consequences.

2.3.1 Semantic Definitions

In terms of how semantics for scenario-based languages are defined, existing work is quite varied. We identify three broad categories: informal, algorithmic, and abstract semantics. The first category corresponds to scenario languages with no precise semantics that are used in the context of informal development methods (e.g., [8]) and in some UML-based development methods such as the Unified Software Development Process [23] and others (e.g., [16], [38], [44]). Although useful for documentation and informal analysis, the lack of a precise interpretation of scenarios makes rigorous analysis of scenarios and formal verification of system compliance to requirements extremely difficult.

The second category includes approaches in which the semantics of a scenario specification is implicit, given by means of a translation algorithm. Using an algorithm to translate scenario specifications into other notations can determine a precise interpretation if the target notation has a well-defined semantics. However, this procedure is rather operational and does not provide an intuitive and abstract meaning to scenario specifications. Subtle aspects of the semantics may be, and usually are, buried in the synthesis algorithm. Some approaches translate scenario specifications into statecharts (e.g., [27], [28], [50]). In these cases, it is important to distinguish between the several different interpretations of statecharts that exist [11]; however, this is not always the case. Furthermore, approaches that build individual statecharts for each component do not always explain how these statecharts are to be composed to provide the overall system behavior. We believe that this is crucial as many of the subtle design issues can lead to errors when concurrent interacting components are composed. Other work based on translation have focused on producing SDL specifications (e.g., [21]), hierarchical state machines (e.g., [6]), and other state machine based formalisms (e.g., [25]).

Finally, the third category includes work in providing a formal abstract semantics for scenario-based languages. The difference with the previous category is that the semantics is defined in an abstract manner rather than by a translation algorithm. Formalization work includes the use of process algebras [22], [39], partial orders [1], pomsets [24], buchi automata [29], and petri-nets [19]. In many cases, synthesis algorithms are also provided but not as a means for defining scenario semantics. In some cases, they are developed for producing the input of model checkers [20]. If so, algorithms must be shown to preserve the semantics of the specification.

2.3.2 Design vs. Early Requirements Oriented Semantics

Although the differences among approaches to scenario semantics can be considered a technical issue, it can strongly impact the role of scenario-based specification within the development process. Consequently, it also impacts on practical and research issues. There are two fundamentally different approaches to scenario semantics that we now discuss.

Many authors consider that scenario specifications describe high-level design of system components, i.e., that a set of scenarios directly determines a state machine for each system component. This is particularly true for most approaches that use synthesis algorithms as a means of providing scenario semantics, for those in which component or system state identification is considered or those approaches that use state machine semantics (for e.g., [15], [21], [22], [27], [28], [39], [40], [49], [50]). These approaches take on a design-oriented perspective, in which scenario descriptions are a design document in their own right. This design-oriented or late-requirements perspective tends to support the move from scenario-based notations to traditional design notations and techniques more easily.

A different interpretation of scenario specifications considers them to be describing system functionality not design. In other words, that a scenario specification determines a set of acceptable behaviors for which many designs can be found. This view is taken by some informal approaches to scenarios (e.g., [8]), as well as approaches using semantics based on partial ordering of events [1], [4], [24]. This perspective introduces the problem of finding a design (or possibly many) for a given scenario specification and also of proving that the design satisfies the requirements specification [1], [47]. Compared to the design-oriented approach discussed previously, this approach seems to be more suitable in an early requirements view.
We believe that both approaches to scenario semantics can be useful, and we are involved in conducting research in both. The work presented here corresponds to the design-oriented view of scenario-based descriptions. We define a semantics based on labeled transition systems (LTSs) and provide a synthesis algorithm for building such models using Finite State Processes (FSP) and the Labeled Transition System Analyzer (LTSA). Our work on the early requirements view of scenarios-based specifications can be found in [47], [48].

2.4 Analysis

Providing scenario-based languages with clear syntactic and semantic constructs for specifying requirements is a helpful first step. Substantial benefit can then be obtained from tools which support analysis of such specifications. There are a number of efforts in this direction, many of which focus on checking for syntactic consistency (e.g., MSC and POGA tools [2]). However, since scenario-based specifications describe inherently concurrent systems, analyzing syntactic correctness is not sufficient and analysis of the semantic implications of specifications is crucial. Many authors have focused on specific system properties and have produced ad hoc algorithms that can check their validity. Some examples of specific properties are process divergence [4] where, in an asynchronous communication setting, a component can flood another by sending it an unbounded number of messages that the receiver cannot process. Nonlocal choice [4] can result from alternatives in hMSCs. These choices can be under-specified if asynchronous communication is considered and the initial events of the different alternatives correspond to different components. Both process divergence and nonlocal choice are implemented in the MESA tool [4].

Race conditions [2] can also arise if assumed queuing mechanisms fail to enforce event orderings determined by scenarios. Template matching has also been developed as a mechanism for querying for behavior patterns in scenario-based specifications [35]. The TEMPLE tool implements template matching [20]. Semantic analysis based on additional model information is performed in many cases with specifically tailored integration methods, such as in [45], [50]. Scenarios can also be used to derive system performance models as in [3].

An attractive approach to scenario specification analysis is the use of standard model checking tools to verify properties of models. Thus, if scenario-based specifications are used to synthesise behavior models, properties such as process divergence can be detected using standard model checking techniques. In addition, the constructed behavior models can be used for general property analysis (such as deadlock) and for verifying domain specific, user-defined properties. Some tools can directly generate the input for model checkers from scenario-based specifications (e.g., [20]). We have adopted this approach and implemented a synthesis algorithm integrated into an existing model checker. The MSC specification is translated into a Finite Sequential Processes (FSP) specification [32], which can then be analyzed using the Labeled Transition System Analyzer [32] (LTSA) by model checking for deadlock, safety, and liveness properties and by model animation.

3 Message Sequence Charts

In this section, we briefly describe the syntax and semantics of our Message Sequence Charts (MSCs) language, based on scenario composition, state identification, and labeled transition system (LTS) based semantics. An ATM example (e.g., [41]) is introduced to illustrate the different aspects of our approach. This example has several scenarios showing how a customer operates a bank account through an ATM machine and a consortium. For the sake of brevity, we use a reduced set of scenarios.

3.1 Syntax

Syntactically (but not semantically, as explained later), the language is a subset of the MSC ITU language [22]. A basic MSC (bMSC) describes a finite interaction between a set of components (for example see Fig. 4, Bad Bank Account). Each vertical line represents a component and is called an instance. Each horizontal arrow represents a synchronous message, its source on one instance corresponds to a message output, and its target on a different instance corresponds to a message input. Ovals on instances represent states, where the label appearing within the oval identifies a particular component state. Some approaches (e.g., [22]) refer to state labels as conditions. Placing MSC events (message inputs, message outputs, or state labels) further down on an instance means that they occur later on. For simplicity, throughout the paper, we assume that message labels are types; that is, they are used consistently to identify only one outputting component and only one (different) inputting component.

Definition 1 (Instances). An instance is a structure \((E, L, <, lbl)\), where

- \(E = In \cup Out \cup Cond\) is a set of MSC events that is partitioned into message inputs, message outputs, and states.
- \(L\) is a finite set state labels. We shall assume that the label \(Init\) denotes the initial component state.
- \(< \subseteq (E \times E)\) is a total ordering of events. We denote the minimal event \(e'\) such that \(e < e'\) as \(suc(e)\).
- \(lbl: E \rightarrow L\) is a function that describes each event’s label. We shall sometimes use \(lbl(A)\) to denote the set \(\{lbl(e) \mid e \in A\}\).

Definition 2 (bMSCs). A basic message sequence chart (bMSC) is a structure \(B = (I, tgt)\), where \(I\) is a finite set of bMSC instances \((E_i, L_j, <, inj, lbl)\) with \(0 < j < n\) and disjoint sets of events \(E_j\) and \(tgt: \bigcup_{i=1}^{n} In_{i} \rightarrow \bigcup_{j=1}^{n} Out_{j}\) is a bijective function that maps output and input events such that:

- If \(i \in In_{j}\), then \(tgt(i) \notin Out_{j}\).
- If \(tgt(i) = o, i \in In_{j},\) and \(o \in Out_{k}\), then \(lbl_{j}(i) = lbl_{k}(o)\).
- If the transitive closure of \(\bigcup_{i=1}^{n} <_{i}\) \(\cup tgt \cup tgt^{-1}\) contains \(\{(a, b), (b, a)\}\), then \(tgt(a) = b, tgt(b) = a,\) or \(a = b\).

Note that the condition for the transitive closure defined above is to ensure that the bMSC is consistent in terms of time. In other words, no messages arrows cross each other. We use \(tgt\) and \(tgt^{-1}\) because messages are synchronous, and \(<_{i}\) as it is the ordering of events over time on an...
Thus, if two events mutually precede each other, they must either be the same event or be the send and receive events of the same message.

A high-level MSC (hMSC) provides the means for composing bMSCs: It is a directed graph where nodes are bMSCs and edges indicate their possible continuations. An hMSC can have a special initial node that corresponds to the initial system states. We define hMSCs within the definition of MSC specifications and assume that message labels are used consistently as message types throughout all bMSCs of the specification. A portion of the MSC specification of the ATM example is shown in Fig. 4. It consists of five bMSCs and one hMSC.

**Definition 3 (MSC Specification).** An MSC Specification is a structure \( S = (B, H, C, \text{name}) \), where

- \( B \) is a finite set of bMSCs \( (I_j, tgt_j) \) with disjoint sets of events.
- \( H = B \cup \{\text{Init}\} \rightarrow 2^B \) is the hMSC function that determines the possible continuations of the bMSCs.
- \( C \) is a finite set of components.
- \( \text{name} \) is a family of bijective functions \( \text{name}_j : I_j \rightarrow C \) that determines to which component each instance belongs.

The ITU MSC standard [22] includes several more features. We have excluded some of them for simplicity, as they are variations for expressing scenario composition as the case, inline expressions, and bMSC references [39]. We have excluded other features such as coregions in order to simplify our presentation; however, they could be included without introducing substantial change to our results. We do not consider aspects such as timers, gates, process creation and termination, and incomplete messages, as we wish to focus on the key issue of combining multiple scenarios into one system model. As discussed in the previous section, we do not include horizontal composition either. Finally, we do not consider asynchronous messages and queues; these could however be modeled by using additional components for buffering and, hence, decoupling the message passing.

### 3.2 Semantics

The semantic of the MSC language is not a subset of the ITU MSC language. There are two major differences. First, the ITU semantics does not provide any meaning to state labels (called conditions by the ITU). Second, the ITU version introduces delayed choice, which assumes that components can delay the choice of which scenario to follow in a bMSC in order to prevent deadlocking situations. We do not make this assumption and, rather, require delayed choice to be modeled explicitly where required using state labels.

We define the semantics of MSC specifications in terms of labeled transition systems (LTSs) and parallel composition [34]. In other words, we take a design-oriented view in which a MSC is considered to define a system resulting from the parallel composition of LTSs, one for each component.

**Definition 4 (Labeled Transition Systems).** A finite labeled transition system (LTS) \( P \) is a structure \( (S, L, \Delta, q) \), where:

- \( S \) is a set states.
- \( L = \infty (P) \cup \{\tau\} \) is a set of labels where \( \infty (P) \) denotes the alphabet of \( P \) and \( \tau \) denotes internal actions that cannot be observed by the environment of an LTS.
Fig. 5. Instance LTSs of consortium.

- $\Delta \subseteq (S \times L \times S)$. We use $s \xrightarrow{(u,s)} s'$ to denote $(s, u, s') \in \Delta$, and $s \xrightarrow{w} s'$ to denote that there are $l$ and $s_i$ such that $w = l_1 \ldots l_n$, $s_n = s'$, and $s \xrightarrow{y} s_1 \ldots s_n$.
- $q \in S$ is the initial state.

Given two LTSs $P$ and $Q$, we denote $P || Q$ the LTS that models their joint behavior. The joint behavior is the result of both LTSs executing asynchronously but synchronizing on all shared message labels. This means that any of the two LTSs can perform a transition independently of the other LTS, so long as the transition label is not shared with the alphabet of the other LTS. Shared observable labels have to be performed simultaneously. Observability of labels signifies that the LTSs never synchronize on $\tau$ since they represent internal behavior.

We first define the semantics of an instance, then that of components, and finally we define the system that is determined by an MSC specification.

There are the two types of information that an MSC specification provides: sequences of message inputs and outputs, and information on states. Information on sequences of messages is provided by instances. For example, reading from the top to bottom, it is natural to say that, in the badBankAccount bMSC of Fig. 4, the Consortium inputs a verifyAccount message, then after sending verifyCardWithBank and receiving a badBankAccount message, it forwards the message badAccount to the ATM. If each of these events is considered instantaneous, the instance can be viewed as a labeled transition system (LTS) as shown in the Bad Bank Account instance LTS of Fig. 5. In addition, note that state 2 corresponds to the Verifying With Bank state label of the ATM.

To simplify the presentation of semantics, we shall assume normalized instances. A normalized instance is an instance in which there are no two consecutive states and no two consecutive message events, i.e., for all events $e, e'$ such that $e' = suc(e)$, then $(e \in Cond$ and $e' \in \{In \cup Out\})$ or $(e \in \{In \cup Out\}$ and $e' \in Cond)$. In addition, a normalized instance has states as the first and last events, i.e., if $e$ is the minimal or maximal event in $E$, then $e \in Cond$. Normalized instances have events of a special kind, $\tau$-events, that represent internal changes of a component’s state. Normalizing an instance is done by using $\tau$-events to separate consecutive states and states labeled with $e$ to separate consecutive message events.

Definition 5 (Instance LTS of a Component). Let $I = (E, L, \prec, \text{lbl})$ be a normalized instance. The instance LTS of $I$ is a labeled transition system $(S, A, \Delta, \text{Start})$, where

- $S = \text{Cond}$.
- $A = \text{lbl}(\text{In}) \cup \text{lbl}(\text{Out})$.
- Start is the minimal event in $E$.
- $\Delta \subseteq (S \times A \times S)$ is the transition relation where $(q, a, q') \in \Delta$ if and only if there is a message event $e \in E$ such that $\text{suc}(e) = e$, $\text{suc}(e) = q'$, and $\text{lbl}(e) = a$.

We shall refer to the maximal state in $E$ as Stop.

Note that the semantics abstracts away the fact that events are outputs and inputs. A naming convention can be introduced to differentiate in the LTS send-events from receive-events. This, however, would then require some renaming when components are composed in parallel, in order to force synchronization between correspond send- and receive-events.

State labels and hMSCs provide information on states of instance LTSs. State labels identify component states indicating that, although they appear as distinct in instances, they are actually the same internal component state. For example, there are three different bMSCs in Fig. 4, where the ATM reaches a state called Verifying. In terms of component behavior, this means that the ATM could “switch,” between bMSCs when arriving at that state. hMSCs provide information on how components can continue once they have completed a bMSC. In other words, they determine a relation between the Start and Stop states of instance LTSs. For example, according to the hMSC in Fig. 4, the states in which components are once the Customer Arrives bMSC concludes can continue as the initial states of the bMSCs Bad Bank Password, Bad Bank Account, User Cancel 1, and User Cancel 2. Thus, given an MSC specification, using state labeling and hMSCs, it is possible to define a continuation relation between the instance states of a component plus component initial and final states as follows:

Definition 6 (Continuation Relation). Let $(B, H, C, name)$ be an MSC specification and let $(S_j, A_j, \Delta_j, \text{Start}_j)$ with $0 < j < n$ be the instance LTSs of component $c \in C$. If $q$ and $q'$ are states in $S_j$ and $S_0$, the continuation relation of $c$ is $R \subseteq S \times S$, where

- $S = \bigcup_{j=1}^{n} S_j \cup \{\text{Init}\}$.
- $(q, q') \in R$.
- If $\text{lbl}(q) = \text{lbl}(q')$ and $\text{lbl}(q) \neq e$, then $(q, q') \in R$ and $(q, q') \in R$.
- If $B_k \in H(B_j)$, then $(\text{Stop}_j, \text{Start}_k) \in R$.
- If $B_k \in H(\text{Init})$, then $(\text{Init}, \text{Start}_k) \in R$.
- If $\text{lbl}(q) = \text{Init}$, then $(\text{Init}, q) \in R$.

In conclusion, components defined by an MSC specification are the result of putting together their instance LTSs and their continuation relation.

Definition 7 (Component LTS). Let $(B, H, C, name)$ be an MSC specification, let $(S_j, A_j, \Delta_j, \text{Start}_j)$ with $0 < j < n$ be the instance LTSs of component $c \in C$, and $R^*$ is the transitive closure of the continuation relation of $c$. The component LTS of $c$ is a labeled transition system $(S, A, \Delta, \text{Init})$, where

- $S = \bigcup_{j=1}^{n} S_j \cup \{\text{Init}, \text{End}\}$.
- $A = \bigcup_{j=1}^{n} A_j$.
- $(s, a, s') \in \Delta$ if and only if $(q, a, q') \in \Delta_j$ for some $j$, $(s, q) \in R^*$, $(q', s') \in R^*$.
The resulting component LTS may have a large number of states and transitions. In the case of the Consortium component, we have 15 states and over 20 transitions. In order to simplify and improve comprehension of these models, it is possible to find an equivalent LTS that has a minimal number of states. The equivalence relation we use is the standard observational equivalence [34].

In Fig. 6, we show the LTS that has the least number of states and that is observationally equivalent to the Component LTS model for the Consortium component. Note that state 2 corresponds to the state modeled by label Verifying with Bank. The states with this label have been merged into one unique state. Had we not used the state label Verify with Bank, the resulting model for the consortium component would have had a nondeterministic choice on state 1: Two different transitions labeled verifyCardWithBank enabled, leading to the two different states.

Note that the LTS semantics defines a model that captures the state Verify with Bank but not its label. The semantics could be changed to include such labels; however, the loss of the state label does not impact on the behavior of the overall system: The observable behavior of the system remains the same.

Finally, the semantics of an MSC specification is the parallel composition of its components.

**Definition 8 (System LTS).** Let \( (b, h, c, name) \) be an MSC specification \( C = \{c_1, \ldots, c_n\} \) and \( C_i \) the component LTS of \( c_i \). The system LTS defined by the MSC specification is the parallel composition of all component LTSs: \( (C_1|\ldots|C_n) \).

Note that the introduction of bounded asynchronous communication does not require a major change to the semantics: port abstractions could be introduced into the final parallel composition as explained in [32].

### 4 Synthesis of Behavior Models

In this section, we show how an LTS model can be synthesised from an MSC specification. We translate the MSC specification into a model specification in the form of FSP [32], a simple process algebra with precise LTS semantics that provides a concise way of describing LTSs. Additionally, we use the Labeled Transition System Analyzer (LTSA) [32] to build a composite LTS model from our FSP specification. LTSA is a verification tool for concurrent systems. It mechanically builds LTS models from FSP specifications and can be used to check that the specification of a concurrent system satisfies the behavioral properties required. In addition, LTSA supports specification animation to facilitate interactive exploration of system behavior.

4.1 Synthesis Algorithm

The synthesis algorithm builds an FSP process for a given component according to a MSC specification. It consists of five steps and is outlined in Fig. 7. We provide a detailed explanation while applying each step to the synthesis of the ATM component of Fig. 4.

The general idea of the algorithm is to build local FSP processes that correspond to portions of component behavior and to combine them in such a way as to provide the complete component behavior. Each local FSP process corresponds to the behavior described on a component instance between labeled states, the top and bottom of the instance. The local process names can then be used when specifying how the local processes are combined according to the MSC specification.

The first step of the algorithm is to add labeled states at the top and bottom of all the ATM instances that do not already have such states. We use the convention \( B_{<bMSC.Name>} \) to label the top (Begin) state of an instance and \( E_{<bMSC.Name>} \) for the bottom (End) state. For example, the ATM instance corresponding to the Bad Bank Account BMSC is shown in Fig. 8.

The algorithm then constructs a relation on the set of state labels. The relation only includes labels corresponding to top and bottom instance states and an additional label representing the initial component state: \( Init \). The construction of such a relation is straightforward; an edge in the hMSC defines a pair in the relation. Fig. 9 shows the resulting relation for the ATM component. The relation constructed by the algorithm represents a subset of the Continuation relation described in Section 3.

Third, the algorithm then works on the component instances. Each instance is split into several subinstances in such a way that all subinstances start and end with labeled states and have no other labeled states in between. Fig. 10
shows the two subinstances that result from breaking up the ATM instance of the Bad Bank Account bMSC.

The fourth step is to combine the continuation relation with the instances. The leftmost instance of Fig. 10 shows how the ATM component being in state B_BadBankAccount can end in state Verifying if events enterPassword and verifyAccount occur. From Fig. 9, we also know that the pair (E_CustomerArrives, B_BadBankAccount) is in the ATM’s continuation relation. This means that the state E_CustomerArrives can continue as state B_BadBankAccount. Thus, if the ATM is in state E_CustomerArrives and events enterPassword and verifyAccount occur, the ATM must also reach Verifying state. The same reasoning can be applied to the rightmost instance of Fig. 10, where B_CustomerArrives can replace E_BadBankAccount. These new derived instances are shown in Fig. 11. The Derive method follows this reasoning and for each instance it creates a set of derived instances by replacing initial and final states according to the continuation relation.

In the fifth step, every instance is trivially translated into a local FSP process by using the label of its first state as the process name and the sequence of events as the process behavior. The final state of the local process must be another local process; we use the label of the instance’s last state. Thus, in the case of the leftmost instance of Fig. 11, the resulting FSP definition is: E_CustomerArrives = (cancel -> canceledMessage -> ejectCard -> requestTakeCard -> takeCard -> Init | enterPassword -> verifyAccount -> Verifying). Note that the “|” operator is the action prefix operator that defines a local process as the occurrence of an action (starting with lower-case label) and another local process (starting with upper-case label).

We now have a series of local processes that can be put together to form the component behavior. However, multiple definitions of local processes must first be handled. For instance, due to the fact that the CustomerArrives bMSC has two continuations, we obtain two definitions of local process E_CustomerArrives. These definitions are combined using the choice operator (|), meaning that the component, having finished the bMSC CustomerArrives, has two different possible behaviors. The final definition for the local process is:

E_CustomerArrives =

The resulting set of local processes together with the definition of the ATM component as the local process Init define the ATM behavior. However, before outputting the final FSP code, we apply some simple procedures for eliminating local processes with identical behavior. In addition, we utilize the LTSA keyword minimize in order to obtain the minimal observationally equivalent LTS to the behavior described by the FSP process. The final FSP specification and actual output of our implementation is shown in Fig. 12. The FSP code for the ATM component is at the top. Note that the complete system (appearing at the end of Fig. 12) is the parallel composition of all FSP components:

||System = (ATM || Consortium || Bank || User).

4.2 Analysis

Once an FSP specification has been generated, LTSA can generate an LTS model of each component and of the complete system. Furthermore, LTSA can minimize models
with respect to observational equivalence (defined previously), which provides a more compact model and potentially clearer insight into its behavior. One problem is that the number of system states grows exponentially with respect to the number of components [9]. For the small example used in this paper, the number of states of the minimised system LTS is 43. Graphical representation of large systems does not favour rigorous analysis, even if hierarchical states such as those used in statecharts are introduced. Tools such as LTSA provide mechanisms for automated, rigorous analysis of behavior models.

In particular, as the synthesis algorithm preserves the semantics of the MSC specification, the synthesized model can be analyzed to provide sound and useful feedback to those who wrote the MSC specification. An immediate result when the complete ATM example is analyzed is that the system may deadlock. In Fig. 13, we show LTSA output of a trace that takes the system to deadlock: If the User cancels just after entering a password but before receiving an answer, the ATM, which has requested the account to be verified, does not wait for the answer from the Consortium. Eventually, when the ATM serves the User again, it cannot communicate with the Consortium as the latter is still trying to communicate the results of verifying the previous account.

Note that the deadlock detection mechanism works independently of the semantics of the message labels. LTSA applies model checking algorithms that traverse the system LTS verifying specific user defined properties or standard properties such as deadlock freedom. In the case of the latter, the state space of the LTS is traversed to find a state with no outgoing transitions.

This section has illustrated the kind of benefits that can be obtained by combining scenario-based notations such as MSCs with behavior models. By doing so, it is possible to provide scenario-developers with feedback that will help them to correct and elaborate their specifications.

5 EXPERIENCE

In order to validate our approach, we have experimented with several variations of scenario-based specifications that are available in the literature. These include a more complete ATM system, an alarm clock [33], an elevator system [12], a gas station [42], a journal editing process [51], a parcel router [32], a rail-car control system [15], and a boiler control system [47].

In addition, we have conducted one medium-sized industrial case study. The case study involved specifying the behavior of instances of a software architectural style being developed at Philips. The architectural style involves a horizontal communication protocol [37] that supports building product families of television sets. We first constructed a scenario specification for the simplest instance of the architectural style, and then tackled two more complex instances. Fortunately, we were able to validate the synthesized LTS models obtained from our scenario specifications against a separate behavior model, developed independently by Rob van Ommering and Jeff Magee. From the case study, we have been able to increase our confidence in scenarios-based specifications as a means for specifying and constructing behavior models of concurrent systems.

6 IMPLEMENTATION

The synthesis algorithm presented in Section 4 has been implemented in Java and integrated with the LTSA tool we have mentioned in previous sections. It inputs MSC specifications in textual format [22] and outputs an FSP specification, which can then be processed by LTSA. The implementation, together with the examples used throughout this paper, is available at [46].
could be reduced significantly in a nonnaïve implementation. We have implemented.
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assumptions embedded in the algorithms results in less
the results obtained. This is because these approaches embed assumptions in their synthesis algorithms. These can be domain-specific assumptions, assumptions on how to include additional information provided in alternative specification languages, or other assumptions based on, for example, characteristics of the stakeholders, organization, or development process. Synthesizing behavior models with certain assumptions in mind is not a problem; however, having assumptions embedded in the algorithms results in less flexibility and loss of explicit knowledge. States in MSC specifications can be used to make the explicit the effect that these assumptions have on the semantics of the scenario specification.

The purpose of this section is to demonstrate through two different cases, how our approach can be used to support synthesis approaches with different kinds of assumptions. By supporting these approaches, we are providing an intermediate step between the original specification with which these approaches start from and the final state machine generated by the synthesis algorithms. This intermediate step is a new MSC specification using syntax and semantics described above, which shows how states are to be merged and where to loops are being introduced. In addition, by mapping these approaches onto our language, we are providing a sound, common synthesis procedure and the possibility of rigorous analysis using LTSA.

We now discuss in detail two approaches we have studied.

7.1 Case 1
Whittle and Schumann [50] present an algorithm for automatically generating UML statecharts from the combination of scenarios with a set of message pre- and postconditions given in UML Object Constraint Language (OCL). In fact, a LTS is first synthesized and then some abstraction techniques used to build statecharts. We describe this approach to synthesis in detail using the same example given by authors in [50].

Suppose we start with a set of bMSCs that describe the ATM system and that differ with the four bMSCs of Fig. 4 in that no states—Waiting, Verifying, Verifying With Bank, and Checking—have been labeled ([50] does not support component state labeling nor hMSCs). In addition, suppose that we have some domain knowledge regarding the ATM component that has been specified in OCL (see Fig. 14). The OCL describes a set of ATM state variables—cardIn, cardHalfway, passwdGiven, card, and passwd—together with pre and postconditions for ATM interactions. By finding messages in scenarios for which we have pre and postcondition information, it is possible to infer the value that OCL state variables have at specific points in the scenario.

For example, in bMSC Bad Bank Account, the first message is Display Main Screen. In addition, the OCL specification states a precondition for such a message, thus we know that the value of cardIn and cardHalfway is false at the beginning of bMSC Bad Bank Account. By taking into account the available OCL for all components and using the unification and frame action techniques defined in [50], it is possible to infer further information on the value of state variables throughout the available scenarios.

Consequently, it is possible to assign a (possibly partial) valuation of state variables to every state of a bMSC. In [50], these valuations are used in two different ways. First, within an instance, two states with the same valuation are considered to determine a loop. However, as not all message occurrences provoke a change in the state variable values, it is also required that valuations that determine loops be the result of state-changing messages. Second, between two instances of the same component, two states that follow messages with the same label and that have the same valuation are considered to refer to the same state.

According to the criteria described above and the assumption that stakeholders describe system behavior from its initial state, the authors provide an algorithm for building a LTS model from a MSC and OCL specification. The algorithm, of course, has been specifically tailored for the criteria presented above and produces an LTS model.

1. We also change message labels to concord with the authors naming conventions.

<table>
<thead>
<tr>
<th></th>
<th>bMSC</th>
<th>Edges in bMSC</th>
<th>Labelled States</th>
<th>LTS States</th>
<th>Time (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ATM Section 3</td>
<td>5</td>
<td>11</td>
<td>4</td>
<td>10</td>
<td>181</td>
</tr>
<tr>
<td>ATM Section 8.1</td>
<td>5</td>
<td>15</td>
<td>21</td>
<td>125</td>
<td>200</td>
</tr>
<tr>
<td>ATM Section 8.2</td>
<td>5</td>
<td>4</td>
<td>33</td>
<td>98</td>
<td>171</td>
</tr>
<tr>
<td>Complete ATM</td>
<td>14</td>
<td>35</td>
<td>22</td>
<td>146</td>
<td>541</td>
</tr>
<tr>
<td>Alarm Clock</td>
<td>6</td>
<td>10</td>
<td>21</td>
<td>15</td>
<td>140</td>
</tr>
<tr>
<td>Gas Station</td>
<td>12</td>
<td>21</td>
<td>0</td>
<td>63</td>
<td>2564</td>
</tr>
<tr>
<td>Elevator System</td>
<td>8</td>
<td>12</td>
<td>42</td>
<td>190</td>
<td>371</td>
</tr>
<tr>
<td>Journal Editing</td>
<td>15</td>
<td>36</td>
<td>0</td>
<td>51</td>
<td>4276</td>
</tr>
<tr>
<td>Railcar System</td>
<td>11</td>
<td>28</td>
<td>0</td>
<td>475</td>
<td>300</td>
</tr>
<tr>
<td>Industrial Case Study</td>
<td>18</td>
<td>33</td>
<td>88</td>
<td>658</td>
<td>24191</td>
</tr>
</tbody>
</table>
directly from the specifications. Information on valuations and loops is not visible to the scenario provider.

We now show how this approach can be used in our setting, making all assumptions explicit. This is achieved by using our MSC language as an intermediate representation of the criteria of [50]. There are three different issues and we address each of them separately: loops, references to same states, and behaviors starting at initial system state.

First of all, we construct an hMSC to make explicit the assumption that scenarios describe system behavior from the very start of it. This can be done trivially and is shown in Fig. 16.

Second, after valuations have been inferred (using techniques described in [50]), all states in bMSCs are labeled with two pieces of information: the message label that precedes the bMSC state and the valuation that corresponds to the state. By doing so, we identify component states using the same criteria as Whittle and Schumann. In Fig. 15, we show bMSC Bad Bank Account before adding state labels and part of the same bMSC annotated as explained above. Valuations are shown as vectors where each position represents the value of a variable in the OCL specification in the following order: <cardIn, cardHalfway, passwdGiven, card, passwd>. We have coded the valuations with letters A to D (see reference in Fig. 15) and used message label initials to make the annotated bMSC easier to read.

Finally, every loop, detected using the criteria provided in [50], is used to split bMSCs into three: the initial part that occurs before the loop, the looping part, and the part that occurs after the loop is exited. The hMSC is modified to reflect the relation between the new bMSCs resulting in an hMSC as in Fig. 17.

The final MSC specification contains all relevant information derived from the authors’ criteria and all assumptions have been made explicit through a process that can be automated. The final step is to apply the synthesis algorithm defined in previous sections to obtain an LTS model that is equivalent to that obtained in [50]. The ATM synthesized from the annotated scenarios using the algorithm presented in this paper models the same behavior as the statechart built using the Whittle and Schumann approach (Fig. 18).

In conclusion, we have shown that both the ideas and algorithms developed in [50] can be complemented with our approach giving the benefit of a potentially standardized synthesis algorithm and an intermediate step in which all information and assumptions are in one specification.

7.2 Case 2

Koskimies et al. [27] have developed a tool for building statechart models of components from scenario-based specifications. The actual synthesis algorithm is based on
the BK-algorithm [5] for constructing programs from example computations. In the synthesized statecharts, states are labeled with component actions (message outputs) and transitions with sequences of events (message inputs).

The main assumption of the approach is that all states with the same action correspond, in principle, to the same component state. The underlying rationale for this approach is that scenarios describe components in which the capability of outputting a particular message uniquely identifies its state. However, if states introduce nondeterminism when merged, then they must remain separate; this is done to avoid overgeneralizations.

We now show how the assumption can be made explicit in an MSC specification using state labels. However, one aspect we cannot model in our setting is that in [27], the resulting statecharts have no initial state. We cannot reproduce this in our setting because LTSs must have an initial state.

Suppose we start with a set of bMSCs that describe the ATM system and that differ with the four bMSCs of Fig. 4 in that no states have been labeled ([27] does not support component state labeling nor hMSCs). We first introduce an initial system state through an hMSC as shown in Fig. 16. In addition, to implement the criteria for identifying states, we add two sets of state labels. Essentially, on every instance, when a message is output, we introduce a state label \( B_{\text{Message Label}} \) just before the output and a state label \( E_{\text{Message Label}} \) just after. This guarantees two unique states for every output message in the resulting LTS. These pairs of states model statechart states, one for the entrance of the component to the statechart state and the other for its exit. The transition between both states models the action being performed by the component when in the statechart state. In Fig. 19, we show the bMSC \text{Bad Bank Account} annotated with labels \( B_{\text{Message Label}} \) and \( E_{\text{Message Label}} \).

Summarizing, using state labels, an MSC specification can be built that has some of the information on how states are (according to [27]) to be merged. LTS synthesis is performed using the algorithm described in previous sections. The resulting ATM component models the same behavior as that of the statechart synthesized by the SCED tool (Fig. 20) that implements the approach described in [27].

Note that, if the component being synthesized had nondeterministic choices, the simple mapping described in this section would have not been sufficient to emulate the approach in [27]. However, it would be possible to extend the ideas presented in this section to also incorporate the assumptions on nondeterminism taken in the SCED approach. We would probably need to incorporate a backtracking algorithm as described in [27] to calculate which states are not to be merged.

Mäkinen and Systä have developed a more recent approach and tool called MAS [33] that address the issue of merging states by using a different synthesis algorithm and an iterative approach that requires a user to accept or reject new scenarios provided by the tool. In this way, the authors can tackle the overgeneralizations that may appear when merging states as done in the SCED approach.

We believe that the general approach taken in [27] and [33] can prove to be beneficial in the construction of state-based formalisms. Inferring from common behavior and posing questions to stakeholders to build and refine the resulting state machine has been shown to aid behavior model development. However, we believe that it is important that the conclusions drawn from the inference
procedures should be made explicit within scenario notations, thus allowing for feedback to stakeholders in the same format as the input they provided.

8 Discussion and Related Work

We have discussed some related work in Section 2, focusing on scenario semantics, management of multiple scenarios, and analysis; we now revisit some of this work going into more detail and also commenting on related work on a broader scale.

Several semantics for scenario-based languages have been proposed and, also, a number of synthesis techniques for building models from a scenario description have been developed. Our work focuses on integrating some of these approaches and supporting other approaches by providing a mechanism for representing their assumptions explicitly.

There are many approaches that generate statechart models from MSCs [27], [28], [50]. Authors argue that statecharts provide a more structured and, therefore, understandable view of behavior. Automatically synthesizing this structure does require that some design decisions be embedded into the synthesis process. However, we argue that this can be counterproductive. Design decisions should be explicit and changeable, particularly as they may vary a great deal according to the system, designer, and organization. Our approach allows some of these decisions to be made explicit with state labels. In addition, we give special importance to producing analyzable models and tools to support such analysis. In particular, we use standard minimization techniques to help to provide compact, comprehensible models.

A difference with approaches using statecharts is that the semantics we use does not retain the labels used to identify states within scenarios. We use labeled transition systems to define the semantics of MSC; these do not allow state labeling, only transition labeling. However, a labeling convention for state names could be added to our approach. On the other hand, we interpret state labels as a way of explicitly declaring which states in scenarios represent the same state in the state machine model. The actual label is given no further meaning. Thus, each state label determines a state in the LTS and, consequently, there is no loss in terms of behavioral analysis (i.e., observational, trace equivalence).

Many approaches do not explicitly provide semantics for the scenario language they use, providing instead a synthesis algorithm to some other notation. Krüger et al. [28] present a statechart synthesis algorithm in which interpretation of conditions is similar to our use of state labels. However, their approach does not support hMSCs. We share the authors’ view of MSC specifications as an exact representation of interaction sequences and also the synchronous communication setting.

We have discussed Whittle and Schumann’s [50] work in detail in the previous sections. Somé et al. [43] also use additional information to infer equivalences between states. We believe that they too might benefit from making the results of their inference process explicit. We also believe that some aspects of the approach taken in [45] for semantic analysis of sequence diagrams could also be supported by our approach to scenario synthesis. Koskimies et al.’s approach [27] discussed in previous sections also focuses on synthesizing readable and understandable statecharts. The approach has strong assumptions embedded into the synthesis algorithm as to when states should be merged. We have shown how these assumptions can also be made explicit by mapping the approach to ours. The synthesis algorithm of [27], tries to avoid nondeterminism by only unifying states with the same action if they do not have common events leading to different states. Our approach allows for nondeterminism. In fact, in order to synthesize a model with a deterministic choice, the choice must be explicitly modeled in the high-level MSC or using state labels. An example of this has been described in Section 3.

Some approaches give a different semantics to hMSCs and state labels. The latter are often called conditions [28], [39], [22], [40]. Rudolph et al. [40] allow conditions in hMSCs for referencing system states as opposed to component states. A referenced bMSC in an hMSC must have the same initial and final condition as its reference. The redundancy introduced by conditions does not provide an alternative composition mechanism; rather, it provides a double check for consistency between bMSCs and hMSCs. In addition, as pointed out by the authors, all alternatives must be placed in the hMSC, as choices are not allowed in bMSCs. This leads to short bMSCs. The way we use conditions (state labels) addresses this, as it allows many ways of expressing the systems behavior, using long or short, and several or few bMSCs as appropriate. In [28], conditions are interpreted in the same way as we do, however, hMSCs are not considered in the synthesis process.

The formal semantics of MSCs proposed by Reniers [39] is part of the Z.120 recommendations for MSCs [22]. The semantics of hMSCs differs slightly as a late decision assumption is used. Late decision means that a component, when choosing between two different possible scenarios, will postpone the decision if both scenarios have common initial events. In our approach, this needs to be explicitly stated using state labels. The advantage of the late decision assumption is that it can reduce the size of specifications. However, we again prefer to make this assumption explicit. Late decision semantics could be translated automatically into state labels in our approach. Furthermore, the Z.120 formal semantic definition is given in terms of process
algebra, with nonstandard operators of delayed choice and delayed parallel composition. We prefer the more standard model of LTS with parallel composition. Other formalizations similar to [39] are given in [18], [24].

Buhr and his group have developed a notation called Use Case Maps [7] (UCMs) that allow the description of scenarios at a more abstract level in terms of sequences of responsibilities over a set of components. UCMs do not model explicit intercomponent communication as scenario notations such as MSCs do. UCMs can be used as an abstract specification for the construction of MSC specifications [6]. Van Lamsweerde and Willemet [30] present a very different approach to scenarios. A set of examples and counterexamples expressed as scenarios is used to infer a temporal logic specification. Thus, generating explicit declarative requirements from an operational description. Combining these requirements with LTS models may be an interesting possibility for future work.

9 CONCLUSIONS

We have presented a language for MSC specifications with sound abstract semantics in terms of labeled transitions systems and parallel composition that integrates approaches based on scenario composition and on states identification. We have defined and implemented a synthesis algorithm that generates behavioral models for analysis in LTSA and illustrated how this approach can be used to support other approaches to model synthesis and analysis. Using hMSCs, we help to manage complexity of MSC specifications, promoting scenario reuse, and providing a simple, intuitive, operational way of showing how scenarios relate. Using state labels to provide information on component states we help to make explicit any additional information, and domain-specific or general assumptions in MSC specifications. By generating FSP specifications, our approach integrates with LTSA, thus supporting model checking of deadlock, safety, and liveness properties. There is also the potential for model animation as a means of including further domain constraints and of making the models more comprehensible to stakeholders and developers.

Finally, by taking two dissimilar approaches with their own assumptions and their own means of adding information to MSC specifications and, by showing how they can be built upon our approach, we have demonstrated how our approach provides the basis for a common approach to scenario-based specification, synthesis, and analysis. This means that our approach could be used as an intermediate step in approaches where complex assumptions are embedded in synthesis procedures. This intermediate step would provide a notation for making some of the effects these assumption have explicit and providing a common ground for the final synthesis of behavior models that can be analyzed rigorously using LTSA.

One direction for future work is to study how triggered scenarios can be integrated into our approach. Use of triggers and preconditions for describing how scenarios fit together complements well with approaches based on scenario composition and state identification. Another direction is that of managing overlapping or concurrent scenarios.

Finally, scenarios have proven to be a good tool for bridging the gap between stakeholders and developers. However, up to now, this is mainly a one-way bridge in which developers gain more insight of stakeholders' domain knowledge. We believe an important direction of future work should focus on building a bridge in the other direction, in other words, building mechanisms to provide feedback of the developer's world to stakeholders. Preliminary work in this direction is promising. We are automating the construction of alternative system views from synthesised LTS models. Interestingly, many views can be generated by taking advantage of the semantic overlap between hMSCs and state labels. The latter identify component states across scenarios, while the former provide information about all components by relating bMSCs. Moving information from state labels to hMSCs allows for a large number of possible views that vary from long bMSCs that start at the system's initial state to short bMSCs that optimise reuse. These views can allow stakeholders to gain more insight into their own MSC specifications or be used by designers to show the impact of their changes to behavioral models in a language that stakeholders manage.
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